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ABSTRACT Molecular dynamics simulations of 500 ps were performed on a system consisting of a bilayer of 64 molecules
of the lipid dipalmitoylphosphatidylcholine and 23 water molecules per lipid at an isotropic pressure of 1 atm and 500C.
Special attention was devoted to reproduce the correct density of the lipid, because this quantity is known experimentally with
a precision better than 1 %. For this purpose, the Lennard-Jones parameters of the hydrocarbon chains were adjusted by
simulating a system consisting of 128 pentadecane molecules and varying the Lennard-Jones parameters until the experi-
mental density and heat of vaporization were obtained. With these parameters the lipid density resulted in perfect agreement
with the experimental density. The orientational order parameter of the hydrocarbon chains agreed perfectly well with the
experimental values, which, because of its correlation with the area per lipid, makes it possible to give a proper estimate of
the area per lipid of 0.61 + 0.01 nm2.

INTRODUCTION

In the past few years, a large number of molecular dynamics
simulations of lipid bilayers have been reported. They var-
ied in different respects, which can be grouped into different
macroscopic boundary conditions (different ensembles) and
different microscopic interaction parameters (force fields).
In addition, more technical parameters, such as cutoffs in
the microscopic interactions or step size and time window
of the simulations, may vary.

Three different ensembles have been applied: constant
volume (NVT) (Raghavan et al., 1992; Venable et al., 1993;
Bassolino-Klimas et al., 1993; Heller et al., 1993; Essex et
al., 1994; Robinson et al., 1994; Damodaran and Merz,
1994; Zhou and Schulten, 1995), constant surface tension
equivalent to a constant anisotropic pressure (NyT) (Chiu et
al., 1995; Feller et al., 1995), and constant isotropic pressure
(NPT) (Egberts et al., 1994; Huang et al., 1994; Tu et al.,
1995; Shinoda et al., 1995; Tieleman and Berendsen, 1996).
Actually, constant volume means to keep the dimensions of
a box constant, which is the standard condition to simulate
a protein in a crystal lattice. This condition is not suitable,
however, for a lipid bilayer, because the dimensions of the
box are determined by the area and the length per lipid,
which are not well known. Therefore, constant pressure is
more suitable. The pressure may, however, be anisotropic.
The symmetry of the surface and the condition of mechan-
ical equilibrium leads to a diagonal pressure tensor with a
constant normal pressure PN that is equal to the external
pressure (1 atm) and a pressure PT in the two transverse

Receivedfor publication 5 August 1996 and infinalform 7 February 1997.

Address reprint requests to Dr. Olle Edholm, Theoretical Physics, KTH,
S-100 44 Stockholm, Sweden. Tel.: 46-8-7907164; Fax: 46-8-104879.
E-mail: oed@theophys.kth.se.
C 1997 by the Biophysical Society
0006-3495/97/05/2002/12 $2.00

directions, which may depend upon the depth in the bilayer
(z). The surface tension (y) is defined by the relation 6W =
ydA, where SW is the work required to change the surface
area by dA. This means that the surface tension is equal to
the derivative of the free energy with respect to area at
constant temperature and volume:

(aF
a=3A TTV

(1)

Equivalently, one may calculate the work required to
change the shape of a piece of bilayer at constant volume
against a normal pressure PN and a lateral pressure PT(z). If
this is set equal to -ydA, one obtains

Y= (PN-PT(Z)) dz (2)

where the integration is performed over the bilayer (see,
e.g., Rowlinson and Widom, 1982, and Landau and Lif-
schitz, 1938, for a discussion and derivation of these results,
which are general for a two-phase system with this symme-
try). If the surface area can be fixed by external restraints as
for Langmuir monolayers, the transverse pressure or the
surface tension may be controlled and given a desired value.
However, lipid bilayers are free to adjust their surface area
to attain equilibrium with the surroundings. For a system at
constant temperature and volume, other parameters will
take on such values that the free energy is minimal (see any
thermodynamics textbook). Thus the area will adjust so that
the free energy becomes minimal.

For a mixture of two fluids with positive surface tension
(like oil and water), the free energy increases monotonously
with area. Thus the system tries to minimize the contact area
(at constant volume). This gives rise to spherical drops of
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one fluid in the other. If the surface tension is negative, the
two fluids mix and there is no phase separation.
The situation is, however, more complicated for lipid

bilayers. The hydrophobic effect, as for oil and water, will
give rise to an increase in free energy with surface area. If
this were all there is to consider, a bilayer would minimize
its area at all temperatures and go into the ordered gel phase.
This is obviously not what is observed in reality. The reason
for this is that there are other contributions to the free
energy that increase with decreasing surface area. A main
source of this is that a small surface area will force the
chains into a more ordered state and thus reduce the entropy
of the system. This results in a free energy that no longer
increases monotonously with area but has a minimum. The
bilayer then adjusts its area to attain this minimum in
thermodynamic equilibrium. This implies per definition that
the surface tension is zero and the average transverse pres-
sure is equal to the external pressure, as claimed by Jahnig
(1996) in response to Chiu et al. (1995). The appropriate
boundary condition for lipid bilayer simulations is therefore
constant isotropic pressure (NPT).
The number of different force fields is even larger than

the number of boundary conditions. Besides the packages
such as AMBER (Weiner et al., 1984), CHARMM (Brooks
et al., 1983), GROMOS (van Gunsteren and Berendsen,
1987), etc., special force fields have been introduced. Ex-
amples are the optimized parameters for liquid systems
(OPLS) set of interaction parameters (Jorgensen and Ti-
rado-Rives, 1988) and the Ryckaert-Bellemans model for
hydrocarbon chains (Ryckaert and Bellemans, 1975, 1978).
Another distinction refers to an all-atom description (Alper
et al., 1993a; Bassolino-Klimas et al., 1993; Venable et al.,
1993; Feller et al., 1995; Tu et al., 1995) or a unified
description of CHn groups, which may be further separated
into the united atom (Raghavan et al., 1992; Heller et al.,
1993; Marrink et al., 1993; Egberts et al., 1994; Essex et al.,
1994; Huang et al., 1994; Robinson et al., 1994; Chiu et al.,
1995; Shinoda et al., 1995; Zhou and Schulten, 1995; Tiele-
man and Berendsen, 1996) or the anisotropic united atom
(Toxvaerd, 1990; Peters et al., 1994) model. Polarizable
atoms are usually given fractional charges, which also may
differ in their values. Different water models have also been
used (Tieleman and Berendsen, 1996).
The results obtained under different conditions generally

agree well with the available experimental data. A compar-
ison is usually made for the area per lipid molecule, for the
distances between certain atoms across the membrane, and
for the orientational order parameter of the hydrocarbon
chains. The order parameter was determined experimentally
with an error of less than 1% (Seelig and Seelig, 1974),
distances across the membrane with an error of -5% (Buldt
et al., 1979), whereas values for the area per lipid range
from 0.56 nm2 to 0.72 nm2 (for a review see Nagle, 1993).
Nagle (1993) has derived a relation between the order
parameter and the area per lipid and concluded that 0.62 ±
0.02 nm2 is the correct value for the lipid area, but the

relation was not tested. Hence there is a broad range of areas
per lipid within which the result of simulations may be
considered as acceptable. This excludes the area per lipid as
a quantity that can be used for control of the quality of
simulations and leaves the distances between certain atoms
and the order parameter as useful quantities.

That so many simulations performed under different con-
ditions arrive at similar results is a consequence of favorable
combinations of parameters. Up to now, only a few studies
were devoted to a systematic comparison of different pa-
rameters. Recently, Tieleman and Berendsen (1996) com-
pared the three different ensembles (NVT, NyT, and NPT),
two different water models, and two different sets of Len-
nard-Jones parameters between water and CHn groups.
They found that an NVT ensemble bears many problems
and may lead to erroneous results, whereas NMyT and NPT
ensembles lead to similar results. Furthermore, SPC water
seems to be generally better than SPC/E water when simu-
lating interfaces, and a simple set of Lennard-Jones param-
eters between water and CHn groups (van Buuren et al.,
1993) is preferable over a more complex set.

Surprisingly, the density of the lipids or, equivalently, the
volume per lipid has not received much attention in the
analysis of simulations, although its value is known exper-
imentally with an accuracy of less than 1% (Rand and
Parsegian, 1989). Even more intriguing is the fact that in
many simulations the volume per lipid deviates from the
experimental value by more than 10%. If, however, the
volume is not correct, it is unlikely that the area per lipid
and the order parameter will be correct.
When we started our work, we were bothered by the fact

that with the common force fields the volume per lipid
turned out wrong. We obtained the best result with the
OPLS force field developed by Jorgensen and Tirado-Rives
(1988). The authors had already mentioned, however, that
when using their parameters and going to higher homologs
of the alkanes, the volume might become too low and the
heat of vaporization too high (Jorgensen et al., 1984).
Therefore it seemed reasonable to make the Lennard-Jones
parameters for the CHn groups responsible for the too low
volume in the lipid simulations. To improve this deficiency,
we simulated a system of pentadecane molecules, which
should represent the hydrophobic chains of the lipids, and
adjusted the Lennard-Jones parameters to yield the correct
volume and heat of vaporization. With these parameters we
simulated a bilayer of 64 molecules of dipalmitoylphos-
phatidylcholine and 23 water molecules per lipid for 500 ps.
A constant isotropic pressure of I atm and a temperature of
50°C were applied, corresponding to an NPT ensemble. We
compared three slightly different force fields. In simulation
I we used the fractional charges of Essex et al. (1994), and
in simulations II and III those derived by Chiu et al. (1995)
(see also Tieleman and Berendsen, 1996). In simulations I
and III the lipid headgroup was split up into two charged
charge groups, one representing the choline moiety with a
net charge of + 1, the other the phosphate moiety with a net

goodness of the approximations introduced in deriving the
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treated as one large neutral charge group according to the
method of Chiu et al. (1995). The quality of the simulations
was tested by comparing the results for the volume per lipid,
the distances between various atom pairs across the mem-
brane, and the orientational order parameter of the lipid
chains with the corresponding experimental data.

METHODS

Initial structure

Our system consists of 64 DPPC molecules located in the two halves of a
planar bilayer and surrounded by a total of 1472 water molecules on both
sides of the bilayer. This corresponds to 23 water molecules per lipid,
which is within the range found experimentally for the number of water
molecules at saturation (Nagle and Wiener, 1988). A control simulation
with 40 water molecules per lipid was performed and did not exhibit any
significant alteration.

The molecules were put into a rectangular box, with the xy plane
defining the membrane plane and the z direction the membrane normal.
The edge sizes of the box were fixed by assuming an initial value for the
area per lipid of 0.65 nm2, leading to LX = Ly = 4.56 nm. This initial value
for the area per lipid is higher than the expected value of 0.62 nm2 (Nagle,
1993) and was chosen to give the system some flexibility in equilibration.
For the volume per lipid, we assumed an initial value of 1.28 nm3, which
again is higher than the expected value of 1.23 nm3. Together with a
volume per water molecule of 0.03 nm3, this leads to Lz = 6.06 nm.

The chemical formula of a DPPC molecule together with the numbering
of atoms used is shown in Fig. 1. A three-dimensional structure of such a
molecule was constructed by hand and was equilibrated by energy mini-
mization and a short MD run. Twenty different equilibrated structures were
gathered in a conformer library.

To put 64 lipid molecules into the initial box, a program SETLIP was
written that places lipid molecules of the conformer library in a box. The
different conformers are treated by SETLIP like rigid rods, with the long
axis defined as the average of the two vectors along the two hydrocarbon
chains. The carbon atom in the middle of the glycerol backbone (number
13 in Fig. 1) was chosen as the reference atom to position the lipid
molecules randomly in the membrane plane, whereas the z coordinate of
the reference atom was put in one of two layers separated by 3 nm with a

spread of ±0.3 nm around the mean values. Then there is an average
distance between the phosphates at the two sides of the bilayer of 3.6 nm,
which is within the range of experimentally determined values (Lewis and
Engelman, 1983). The rods were rotated about their long axes to exclude
a uniform orientation of the dipoles of the lipid headgroups. Finally, the
rods were rotated about their short axes such that the orientation of their
long axis varied within ±300 around the membrane normal. The structure

obtained was subjected to 500 steps of energy minimization to relax local
stresses.

The remaining free space in the box was filled with water, using the
GROMOS routine PROBOX, which uses as a building block a cubic box
of 216 equilibrated water molecules. The minimum distance of water to

lipid molecules was chosen as 0.18 nm. All water molecules that were

placed inside the hydrocarbon core of 3.2 nm thickness were removed. The
hydrated lipid bilayer was again subjected to 1000 steps of energy mini-
mization.

Force field

For all bonds, valence angles, and improper dihedrals, as well as for the
dihedral angles in the headgroup region, the standard parameters of the
GROMOS force field were used. For the hydrocarbon chains the Ryckaert-
Bellemans potential (Ryckaert and Bellemans, 1975, 1978) was used. For
more details about the parametrization, see Egberts et al. (1994). The

CH3

snl

FIGURE 1 Chemical formula for dipalmitoylphosphatidylcholine
(DPPC) with the numbering of the atoms as used in the simulations.

nonbonded interactions were computed according to the formula

V= E4 li
- (ci.)6

i>j i i

1 q iq j
4wnorrj

(3)

with the first term representing the Lennard-Jones interactions and the
second term the Coulomb interactions. For the Lennard-Jones interactions,
the OPLS parameters were applied (Jorgensen and Tirado-Rives, 1988), as

also used by Essex et al. (1994). During our studies, the interaction
parameters for the united CHn groups of the lipid chains were adjusted by
reference to pentadecane, as will be described. The Lennard-Jones param-
eters used are listed in Table 1. The combining rules to get the mixed
Lennard-Jones parameters were those implemented in the GROMOS force
field, namely the geometric mean for the e and cr values. For the non-

bonded 1,4 interaction, the Lennard-Jones contribution was reduced by a

factor of 8, as recommended for the OPLS parameter set (Jorgensen and
Tirado-Rives, 1988).

For the electrostatic interactions, the fractional charges suggested by
Essex et al. (1994) based on the OPLS charges were used in simulation I.
Because these were derived by the questionable transfer of charges from
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TABLE I Lennard-Jones parameters o and E and fractional charges q for lipid and water

q

n Name o- (nm) E (kJ/mol) Sim I Sim II, III

1-3 Cy 0.396 0.606 0.25 0.40
4 N 0.325 0.711 0.00 -0.50
S Co3 0.3905 0.606 0.25 0.30
6 Ca 0.380 0.606 0.20 0.40
7 0.300 0.711 -0.43 -0.80
8 p 0.374 0.836 0.78 1.70

9-10 0.296 0.878 -0.66 -0.80
11 0.300 0.711 -0.43 -0.70
12 GC3 0.380 0.606 0.20 0.40
13 0.380 0.334 0.25 0.30
14 0.300 0.711 -0.40 -0.70
15 Clsnl 0.375 0.438 0.55 0.70
16 0.296 0.606 -0.45 -0.70
17 C2sn2 0.396 0.380 0.05 0.00

18-30 C3-Cl5sn2 0.396 0.380 0.00 0.00
31 C16sn2 0.396 0.570 0.00 0.00
32 0.380 0.606 0.25 0.50
33 0.300 0.711 -0.40 -0.70
34 Clsnl 0.375 0.438 0.55 0.80
35 0.296 0.606 -0.45 -0.60
36 C2snl 0.396 0.380 0.05 0.00

37-49 C3-Cl5snl 0.396 0.380 0.00 0.00
50 C16snl 0.396 0.570 0.00 0.00

OW 0.317 0.650 -0.82 -0.82
HW 0.000 0.000 0.41 0.41

Numbers n agree with the numbers in Fig. 1.

smaller molecules, we tested another set of fractional charges in simulation
II and III, those of Chiu et al. (1995). These charges come from an ab initio
quantum mechanical calculation which, as discussed by Essex et al. (1994),
is not without difficulties for a molecule of this type. These are only two
of several different charge distributions in the literature, and it remains
unclear which one is the best. The fractional charges used are listed in
Table 1. In simulation I the charge groups were built by atom number 1-5,
6-12, 13-17, and 32-36, with the former two groups bearing a net charge.
In simulation II, the charge groups were those proposed by Chiu et al.
(1995), namely built by atom number 1-11, 12-16, and 32-35, which are
all neutral. In simulation III, the large charge group of simulation II,
consisting of atom numbers 1-11, was cut in two pieces, one covering atom
number 1-5, the other number 6-11. This implies that the charge groups
now bear a net charge. The 1,4 electrostatic interaction was not scaled.

Water model

For water, we used the single point charge (SPC) model, as recommended
by van Buuren et al. (1993), when simulating interfaces. For the interaction
between water oxygen and other atoms, a unique set of parameters was
used, and no distinction between hydrophobic and hydrophilic atoms was
made. This is equivalent to the proposal made by Tieleman and Berendsen
(1996), based on the results of van Buuren et al. (1993).

Simulation conditions
For all Lennard-Jones interactions, a cutoff of 1.0 nm was used. For the
electrostatic interactions, a group-based twin-range cutoff was used in
which the interactions of groups within a distance of 1 nm are calculated
for every time step, and interactions of groups at a distance between 1 and
1.8 nm are stored in a pair list that is updated every 10 time steps.

Because of the hand-made nature of the initial structure, great care was
devoted to the equilibration process. The equilibration of simulation I was
performed in the following three steps.

1. The system was simulated at constant volume (NVT) to equilibrate
the distribution of the atoms so that regions of high pressure vanish. The
initial atomic velocities were taken from a Maxwell-Boltzmann distribu-
tion at 50°C. The time constant for coupling to the temperature bath was 10
fs, and the equilibration was extended over 10 ps. Bonds were kept
constant by using the SHAKE algorithm.

2. After the first 10 ps the system was coupled to an isotropic pressure
bath by scaling the three unit cell dimensions individually to 1 atm (NPT)
with a time constant of 50 fs (Berendsen et al., 1984). The duration of this
step was again 10 ps.

3. Finally, the strength of the coupling to the temperature and pressure
bath was weakened by increasing the time constants by a factor of 10, i.e.,
to 100 fs for the temperature bath and 500 fs for the pressure bath.

For equilibration of simulations II and III, we started from a snapshot
structure after 400 ps of simulation I. Three short equilibration steps were
performed:

1. The NPT ensemble was simulated for 1000 steps with a step size of
0.5 fs and strong coupling to the temperature and pressure bath, i.e., time
constants of 10 and 50 fs, respectively.

2. A simulation for 500 steps with a step size of 1 fs and strong coupling
was performed.

3. Finally, a simulation for 500 steps with a step size of 2 fs and weak
coupling was performed, i.e., time constants of 100 and 500 fs for the
temperature and pressure bath, respectively.

After the equilibration process, the production runs were started. The
conditions were the same as for the third equilibration step. The length of
the production runs was 500 ps.

Cutoff correction

Because of the cutoff for calculating the intermolecular interactions, an
error in the energy and volume is made. For a Lennard-Jones fluid an
estimate of the error can be computed in the usual way according to
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equations (4) and (5) (see Appendix for the derivation):

8IN2 EO6
AE = - -~

161rN2 EoY6
AV = -K3V r

(4)

(5)

where N is the number of monomers, E and o- are the Lennard-Jones
parameters, r, is the cutoff radius, and K is the isothermal compressibility.

Our system is more complicated because it also involves bonded inter-
actions and electrostatic ones and has different Lennard-Jones parameters
for different atoms. Still, because Lennard-Jones interactions dominate the
cohesive forces of the system, an estimate of the small correction due to the
finite cutoff using the equations above with the average Lennard-Jones
parameters of the system makes sense. The long-range electrostatic inter-
actions have been calculated up to a cutoff of 1.8 nm by using a twin-range
update method, which is enough for a system like ours (Alper et al.,
1993a,b). The contributions of the electrostatic interactions beyond the
long-range cutoff have been shown to be negligible (Berendsen et al.,
1992).

Optimization of Lennard-Jones parameters

For the optimization of the Lennard-Jones parameters, we constructed a
system of 128 chains of pentadecane and performed simulations under a
constant temperature of 50°C and a constant pressure of 1 atm. For
comparison with experiment, the volume per pentadecane and the heat of
vaporization were chosen. It turned out that a relatively short simulation
length of 10 ps was sufficient to reach equilibrium of the quantities of
interest. The volume follows directly from the size of the periodic simu-
lation box, whereas the heat of vaporization AHvap is calculated as usual
from equation (6).

AHvap = E(gas) - E(liquid) + NkT. (6)

For the determination of E(gas) we performed a 1.28-ns vacuum simulation
of one monomer of pentadecane at 50°C. The intermolecular interactions
between monomers in the gas phase are neglected. E(liquid) is built
up from intramolecular and intermolecular contributions (E(liquid) =

Elntra(liquid) + Enter(liquid)). The intermolecular energy was calculated
under consideration of the cutoff correction (Enter(liquid) = Eo ter(liquid)
+ AE). The Lennard-Jones parameters for the interaction of CH2 and CH3
groups were varied in a systematic way until the volume per pentadecane
and the heat of vaporization were obtained, such that after correcting for
the cutoff, the experimental values were reproduced. This corresponds to
the original procedure of Jorgensen et al. (1984). Because there are not
enough experimental parameters to determine the Lennard-Jones parame-
ters of the CH3 groups independently, these were chosen as

OCCH3= CH2 and ECH3= 3/2ECH2. (7)

The choice of E means that we assume that the strength of the Lennard-
Jones interactions is proportional to the number of C-H bonds. These
choices are in agreement with many but not all other force fields (see
Table 2).

RESULTS AND DISCUSSION

Pentadecane

When we started our simulations, we recognized that with
common Lennard-Jones parameters for the interaction of
CHn atoms, the volume per lipid turned out to be wrong.

TABLE 2 Lennard-Jones parameters or and e of CH2 and
CH3 groups of some force fields

CH2 CH3

Source of (nm) E (kJ/mol) a (nm) e (kJ/mol)

GROMOS* 0.396 0.585 0.379 0.753
Egberts# 0.375 0.430 0.375 0.625
OPLS5 0.3905 0.4932 0.3905 0.7315
Heller'l 0.398 0.477 0.386 0.757
PDII 0.396 0.380 0.396 0.570

*ifp37C4 force field parameters.
#From Egberts et al. (1994).
§From Jorgensen and Tirado-Rives (1988).
qFrom Heller et al. (1993), and Heller, personal communication.
'1Optimized parameters of the pentadecane simulation.

The volume per lipid (VL) is calculated from the relation

VbOX = NL X VL + NW X VW, (8)
using for the volume of water Vw the values determined
from separate simulations of pure water under the appropri-
ate conditions. We tested the GROMOS force field and the
OPLS parameter set and obtained 1.075 nm3 and 1.190 nm3,
respectively, for the volume per lipid; the experimental
value was 1.232 nm3 (Nagle and Wiener, 1988). The OPLS
value is close to the experimental value, but the cutoff
correction (see Methods) reduces it further. Results from the
literature support this conclusion. For example, in the sim-
ulations of Tieleman and Berendsen (1996), we obtained a
volume of 1.080 ± 0.020 nm3 when using equation (8) with
Vw = 0.03 nm3.

Jorgensen et al. (1984) had already suggested that the
Lennard-Jones parameters for CHn interactions might be
wrong for hydrocarbon chains longer than hexane. There-
fore, we constructed a system of 128 chains of pentadecane
and tested some of the Lennard-Jones parameters com-
monly used for lipid simulations with respect to the volume
per pentadecane and the heat of vaporization. With the
original OPLS parameters (Jorgensen et al., 1984), the vol-
ume per pentadecane chain (V) was 0.434 nm3, and the heat
of vaporization (AHvap) was 86.0 kJ/mol, including the
cutoff correction. The experimental values are 0.469 nm3
and 61.2 kJ/mol, respectively, with K = 0.97 X 10-4 atM-I
at 50°C for pentadecane (Handbook of Physics and Chem-
istry, 54th edition). Similar results have been obtained with
Lennard-Jones parameters of other force fields, in that the
volume was too small and the heat of vaporization too high.
The Lennard-Jones parameters of other force fields that
have been tested are listed in Table 2; the volume and the
heat of vaporization obtained with these parameters in a

pentadecane simulation are listed in Table 3.
The effect of increasing c- is a gain in volume, whereas

decreasing E results in a lowering of the heat of vaporiza-
tion. The values for E and c- obtained in a systematic
optimization procedure implied a change in the original
OPLS parameters E and o- for the interaction of CH2 groups
from E = 0.49 kJ/mol and c- = 0.391 nm to E = 0.38 kJ/mol
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TABLE 3 Volume and heat of vaporization of pentadecane obtained with Lennard-Jones parameters of the force fields listed in
Table 2

AV V E(gas) Entra(liquid) E0 er(liquid) AE AHvap
Source* (nm3) (nm3) (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol)
GROMOS -0.0072 0.417 38.7 47.1 -110.3 -2.2 106.8
Egberts -0.0038 0.421 42.8 47.5 -67.6 -1.2 66.8
OPLS -0.0054 0.434 40.7 47.0 -87.9 -1.7 86.0
Heller -0.0057 0.443 40.6 47.0 -88.6 -1.8 86.7
PD -0.0041 0.473 41.3 46.9 -63.4 -1.3 61.8
Exp 0.469# 61.2#

*See Table 2 for the different sources of the force fields.
#Handbook of Physics and Chemistry, 54th edition.
The standard error of the simulated volume amounts to less than 0.003 nm3, and that of the energies to less than 0.4 kJ/mol.

and o- = 0.396 nm, respectively, and similar changes for the
interaction of CH3 groups according to equation (7).

Comparison of the optimized parameters with standard
values of Table 2 shows that or is in the middle of the range
of the usually applied values, whereas E is even 12% lower
than the smallest value. This means that the main changes
have been performed on E, and not on a, which would have
been the obvious change for adjusting the volume. The
lowering of E for the hydrocarbons in a lipid simulation
could have a destabilizing effect on the bilayer by decreas-
ing the interaction of the hydrocarbon chains and therefore
a lowering of the phase transition temperature in compari-
son to higher values of E. This could shed light on the
problems of other groups that obtained a gel phase with the
standard parameters but otherwise similar conditions (Eg-
berts et al., 1994). They solved their problems by reducing
the charges to reduce the attractive forces in the system.

Lipid bilayer

A planar bilayer of 64 DPPC molecules and 23 water
molecules per lipid was simulated at a constant temperature
of 50°C and a constant pressure of 1 atm (NPT). The
Lennard-Jones parameters for the interaction of CHn groups
as adjusted for pentadecane were used. Three kinds of
simulations were performed. In simulation I, the fractional
charges of Essex et al. (1994) were used; in simulations II
and III, those of Chiu et al. (1995) were used. In simulations
I and III the lipid headgroup was split into two charge
groups, whereas in simulation II the lipid headgroup was
treated as a large neutral charge group according to the
method of Chiu et al. (1995). A picture of the structure after
500 ps of simulation I is shown in Fig. 2. Obviously, the
lipid chains are in the fluid state, the lipid headgroups
exhibit a broad distribution of their positions along the
membrane normal, and water is penetrating deep into the
headgroup region, as reported already in the literature (Mar-
rink et al., 1993).
The time courses of the volume per lipid, the area per

lipid, and the bilayer repeat distance are shown in Fig. 3 for
the three simulations. The area per lipid and the bilayer
repeat distance equilibrate after -200 ps. This is also true
for the potential energy (data not shown) and is in accord

FIGURE 2 Side view of the structure of the bilayer system after 500 ps
of simulation I. Bold lines are used for the headgroup and the glycerol
moiety of the lipids, thin lines for the hydrocarbon chains, and grey spheres
for the water molecules.

with the results of Tu et al. (1995), who performed a long
NPT simulation of 1.5 ns. Therefore, only the last 300 ps
of the production runs was used for the analysis of the
trajectories.
The mean values over the last 300 ps for the volume per

lipid, the area per lipid, and the bilayer repeat distance are
listed in Table 4. The values for the volume per lipid differ
only slightly for the different simulations, and all agree with
the experimental value within 1%. However, as for penta-
decane, we must take into consideration a volume correc-
tion. For calculating the volume correction of DPPC we
used equation (5), bearing in mind that this can only be a
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FIGURE 3 Temporal evolution of the volume per lipid VL (A), the area
per lipid AL (B), and the bilayer repeat distance Lz (C) for simulation I
( ), II (... ), and III (--).

crude approximation, because DPPC is not a Lennard-Jones
fluid. We took the mean values of the Lennard-Jones pa-
rameters of the atoms comprising the lipid, or = 0.376 nm
and E = 0.492 kJ/mol, V = 1.232 nm3 and N = 50. To
determine the compressibility K of the simulated system, we
performed two additional simulations with cutoffs of 1.5 nm
and 1.8 nm and yielded a value of K = 4.5 X 10-5 atm-'
using equation (5). With these values the volume correction
amounts to AXV = 0.035 nm3, i.e., 2.9% of the total volume
when using a cutoff of 1.0 nm. That means after inclusion of
the volume correction we obtained volumes of 1.205 nm3,
1.189 nm3, and 1.191 nm3 for simulations I, II, and III,
respectively. These lipid volumes are too small but do not
deviate by more than 3.5% from the experimental value, and
therefore the error is acceptable. A further improvement in
adjusting the correct volume could be reached by also
optimizing the Lennard-Jones parameters of the lipid head-
groups.
The area per lipid is relatively small for simulation I; for

the other two simulations the numbers lie within 3% of the
value 0.62 nm2, which is generally considered the best
experimental value (Nagle, 1993). For simulation II, the
area per lipid varies most strongly. This might be due to the
large charge groups used in this simulation, in combination
with the center of mass criterion for updating the molecular
pair list. Moreover, the local headgroup interaction became

A

-

'..I....

A

consider the best simulation, the agreement is better (data

more anisotropic, which explains the observed development
of an asymmetry in the x and y dimensions of 4.9 nm and
4.0 nm, respectively, in the course of the first 200 ps of the
simulation. This was the reason for us to diminish the
charge groups in simulation III, where, as well as in simu-
lation I, no asymmetry was observed.

Included in Table 4 are the mean distances between pairs
of atoms on both sides of the bilayer, e.g., of Co3 atoms in
the headgroup region and of C9 atoms in the chain region.
The three simulations differ slightly in the results with a
deviation of about 3%, simulation II usually providing the
lowest value for the distances, which agrees best with the
experimental results. Actually, the atoms are spread out
over quite large regions, as can be seen from Fig. 4, where
the densities of different atoms or groups of atoms are
plotted. The phosphate and the choline groups as well as the
carbonyl groups have a spread of about 1 nm. The CH3
groups at the end of the chains are even more smeared out
and cover a range of about 2 nm in the middle of the bilayer.
Included in Fig. 4 is the variation in the total densities of
lipid and water. The decrease in the lipid density in the
middle of the bilayer by a factor of about 1/2 is in agreement
with the experimental results (Franks, 1977). Water enters
the bilayer down to the carbonyl groups, leaving a region of
only 2 nm devoid of water. Similar results have already
been reported in the literature (Egberts et al., 1994).
The variation of the orientational order parameter along

the hydrocarbon chains of the lipids is shown in Fig. 5. The
results for the three simulations differ slightly, but all show
the typical variation, with a plateau over the central region
of the chains and a decrease toward the chain ends. The
average deviation from the experimental values for simula-
tions I, II, and III is 0.0093, 0.0045, and 0.0144, i.e., 5.5%,
2.7%, and 8.4%, respectively. Simulation I yields the high-
est order parameter in the central region, whereas in the end
region the values for simulation III are higher. The results
from simulation II agree perfectly well with the experimen-
tal values, which lie well within the standard deviation of
the simulated values calculated as averages over successive
50 ps, except for carbon atom number 3, which shows the
largest deviation.

It seems intuitively clear that the ordering of the chains
should decrease with increasing area per lipid. Because our
system is simulated at constant pressure and is fairly small,
there are substantial fluctuations in surface area during the
simulations. The average area per lipid in successive 50-ps
parts of the simulation fluctuates between 58 and 64 A2. The
average order parameter, corresponding to the deuterium
order parameter, over the plateau region was then calculated
separately over these 50-ps parts and is shown in Fig. 6
versus area per lipid. Different relations between this order
parameter and the area per lipid have been suggested in the
literature. In Fig. 6 we also show a line based on an
approximate theoretical model (Nagle, 1993). This line fits
the data reasonably well, but is clearly somewhat too steep.
If simulation II (circles) is taken into account, which we
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TABLE 4 Mean values of the volume per lipid VL, the area per lipid AL, the bilayer repeat distance L,, and the distances of
certain pairs of atoms across the bilayer for simulations 1, 11, and Ill, averaged over the last 300 ps of the production runs

Sim I Sim 11 Sim III Exp

VL (nm3)* 1.240 (0.008) 1.224 (0.009) 1.226 (0.008) 1.232 (0.012)1
Al (nm2)# 0.589 (0.004) 0.611 (0.008) 0.604 (0.005) 0.62 (0.02)q
Lz (nm) 6.67 (0.05) 6.37 (0.09) 6.45 (0.06) 6.22 (0.25)
CO-Co (nm) 4.30 (0.44) 4.12 (0.49) 4.15 (0.55) 4.24 (0.2)'l
GC3-GC3 (nm) 3.67 (0.34) 3.55 (0.34) 3.60 (0.46) 3.48 (0.3)1
C4-C4 (nm) 2.55 (0.39) 2.47 (0.40) 2.51 (0.48) 2.44 (0.3)11
C9-C9 (nm) 1.60 (0.43) 1.54 (0.42) 1.57 (0.49) 1.61 (0.2)11
C14-C14 (nm) 0.76 (0.51) 0.72 (0.46) 0.73 (0.52) 0.72 (0.2)ll

*The volume per lipid is calculated from the relation V1/5 = NL X VL + NW X VW, using for the volume of water the value 0.0314 nm3, which was
determined from a separate simulation of pure water.
#The area per lipid was calculated from the relation L, X Ly 1=/2N, X A.
5From Nagle and Wiener (1988).
VFrom Nagle (1993).
IlFrom Buldt et al. (1979).
The figures in parentheses represent the standard deviation. For comparison, the experimental values are included.

not shown), but the line of Nagle is still somewhat too steep,
and the absolute values of his order parameters slightly too
large. If the order parameters all along the chain are in-
cluded in the averaging, the agreement would clearly be
worse, but this should also be expected, because the model
neglects upturns, which contribute more in the tail region.
The experimental NMR order parameter, averaged over

the plateau region, becomes -0.206, when the data of
Seelig and Seelig (1974) are used. If an area per lipid
corresponding to this order parameter is read off from the
fitted straight line in Fig. 6, we get the area 0.61 nm2. This
is consistent with the actual area obtained in the simulation.
Chiu et al. (1995) obtain 0.62 nm2 by such a procedure,
whereas the actual area in their simulation is 0.572 nm2. The
reason for this difference is that their volume per lipid is
12% too small.
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FIGURE 4 Profiles across the bilayer of the
density, and the densities of certain lipid grou
of the last 300 ps of simulation II are plotted
headgroup components are only shown on on

In Fig. 7, two order parameters are shown against each
other,

(P,) = (cos 0) and (P2) = (3(cos20) - 1)/2, (9)

where 0 is the angle between the membrane normal and the
vector joining the nearest-neighbor carbons on each side of
the carbon hydrocarbon group for which we define the order
parameter. The order parameter (P2) is approximately re-
lated to the order parameter SCD as (P2) =-2SCD. The dots
are averages over time but not over the chain positions for
the three simulations. The points at the right with small
values on both order parameters correspond to the tails of
the chains. The order parameter (P1) is proportional to the
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\ ((---). The orientational order parameter is calculated as the mean value
of the second-order Legendre polynomial P,(cos 0) = (3 cos209 - 1)/2

. 5. 6 averaged over the last 300 ps and all chains. 0 is the angle between the CD
bond and the bilayer normal. The positions of the deuterium atoms were
reconstructed from the coordinates of the acyl chain carbons C., ,, C,, and

total lipid density, the water Cnl , assuming ideal geometry of the CD bond. For comparison, the
ips. Mean values over 10 ps experimental values (0) are included (Seelig and Seelig, 1974). Error bars,
i. The densities for the lipid which are only shown for simulation 11 (0), represent the standard devia-
ie side for clarity. tion of averages over successive 50 ps.
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Least-square fit to the 30 points. , Model of Nagle (1993).

extension of a hydrocarbon group in the normal direction.
Because the volume occupied by a hydrocarbon group is
approximately constant, the order parameter is inversely
proportional to the area per lipid, and therefore Fig. 7 looks
similar to Fig. 6. The full line corresponds to the model by
Nagle cited above. This line is clearly steeper than our data
and overestimates (P2) on the left side (plateau region),
whereas it underestimates (P2) on the right side (tail region).
It is still much closer to our data than the model suggested
by De Young and Dill (1988) (top line) that was based on a
simple cubic lattice. We also show the lower limit on (P2)
in the figure. This is obtained if (cos20) = (cos 0)2, which
would occur if the chains were tilted in the all-trans state.
The distance to that line is a measure for the extent to which
real disorder and not just a deterministic tilt contributes to
order parameters different from 1. Clearly, our simulations
show less real disorder in the high-order parameter end and
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FIGURE 7 The order parameter (P2) versus (P,) for individual hydro-
carbons averaged over time subsets of the three simulations. Also shown is
the lower limit, where (cos20) = (cos 0)2 (.) the model of Nagle ( ),
and the model of De Young and Dill (-

more real disorder in the low-order parameter end than the
model of Nagle.
As a further result we present the variation of the electric

potential across the bilayer in Fig. 8. From the separate
contributions of the lipid and water atoms, it is obvious that
the lipids provide a positive potential in the water layer and
the water molecules provide a negative one, but such that in
the sum the water dominates and the total potential is
negative in the water layer. The three simulations exhibit
significant differences in the total potential. For simulation
I, the potential decreases monotonously to a value of about
-740 mV in the center of the water layer. For simulations
II and III, the potential first increases and then decreases to
a value of -130 or -250 mV, respectively. This is in
accord with results recently obtained by Tieleman and Be-
rendsen (1996). It seems that the overall shape of the
potential is dependent on the fractional charges used in the
simulations and can thus be a valuable tool in judging the
different partial charges if experimental results would favor
one or the other shape. Experimental results for the electric
potential are not fully conclusive, but differences between
water and the bilayer interior of several 100 mV with the
bilayer interior positive seem to have been observed (Gaw-
risch et al., 1992).

CONCLUSION

Our first aim was to simulate a lipid bilayer and obtain the
correct lipid density, because if the density is not correct
there seems to be no chance to get the area per lipid correct.
This aim was reached by adjusting the parameters for the
Lennard-Jones interaction between CHn groups for penta-
decane. When we adopted these parameters to simulate a
lipid bilayer, the volume per lipid agreed within 1% of the
experimental value of 1.232 nm3. After inclusion of the
cutoff correction, the volume was too small but still re-
mained within 3% of the experimental value. All three
simulations gave comparable results for the distances of
certain pairs of atoms across the bilayer, which remained
within 3% of the experimental values. The orientational
order parameter for the lipid chains agreed best with the
experimental values for simulation II, where the simulated
values again are within 3% of the experimental ones.
The area per lipid was obtained as 0.61 nm2 for simula-

tion II. This agrees exactly with the area obtained from the
relation between the order parameter and the area per lipid
shown in Fig. 6 if the experimental order parameter value is
inserted. This is close to the value of 0.62 nm2, which is
generally considered to be the correct value. This result may
be compared to other united atom simulations. Tielman and
Berendsen (1996) get 0.60 nm2 with SPC water at isotropic
pressure (and 0.61 nm2 at a constant nonzero surface ten-
sion), whereas Chiu et al. (1995) obtain 0.572 nm2 in their
study. In the all-atom model simulations by Tu et al. (1995),
the area is 0.618 nm2, whereas it is 0.65 nm2 in the case of
Feller et al. (1995).
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FIGURE 8 Variation of the electric potential T across the
bilayer. In A, the lipid (upper curve) and water (lower curve)
contributions are plotted separately for simulation I. In B, the
total potential is plotted for simulation I ( ), II (. ), and III
(---). The electric potential is calculated by double integra-
tion of the charge density. Note that the z coordinate is shifted;
zero corresponds to the water layer.
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In summary this shows that some care is needed to
describe the hydrocarbon part of the bilayer properly with a
united atom model as well as with an all-atom model.

This and other simulations give a reasonable structure of
the headgroup region. Still, the difference in the electric
potential depending upon the choice of the fractional
charges shows that results are sensitive to details in the
force field, and more accurate experimental data are needed
to validate a certain choice from a simulation.

APPENDIX: CUTOFF CORRECTION
An estimate can be given for the error made in the computation of the
energy and the pressure when using a finite cutoff in simulations of a
system consisting of Lennard-Jones particles (for reference see any text-
book on statistical mechanics). The mean total interaction energy of N
Lennard-Jones particles may be calculated as

E = (E F(rii)j, (A.1)

with CF denoting the Lennard-Jones interaction energy and the brackets the
temporal average. The factor 1/2 prevents double-counting of the interac-
tions. Because, on average, all particles are equivalent, one sum can be
replaced by a factor N:

g(r) may be introduced. This leads to

N x'
E=2'F(r)pg(r)4irr2 dr.
2o (A.3)

The integral may be divided into a region from zero to the cutoff radius rc
and a region from rc to infinity. The first part yields the total interaction
energy Eo, as calculated in the simulations, and the second part represents
the correction due to the cutoff. In this part, which covers long distances,
the repulsive term in the Lennard-Jones interaction CF(r) = 4e[(ou/r)12
(ou/r)6] may be neglected, and the pair correlation function g(r) may be
taken to be 1, so that one obtains

E = Eo- VTj4E(-)r2dr, (A.4)

and finally

8i7N2 EU6
E= Eo3-V-3

c,
(A.5)

The second term, AE = (8rN2/3V)(EO-6/r,), represents the cutoff correc-
tion for the energy.

In analogy to this procedure, the correction for the pressure P or the
volume V may be estimated starting from the virial theorem

E 2 E 1)(rIJ). (A.2)

The space around particle i may be split up into spherical shells, and the
number density p = N/V and the pair correlation function of the particles

PV==NkT+ Fj-rj, (A.6)

with Fj denoting the force acting on particle j at position rj due to the
presence of all other particles. For interactions that depend only on the
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distance between the particles, such as Lennard-Jones interactions, the
second term can easily be transformed into

PV = NkT + 6 (E F(rij)rij). (A.7)

Remembering that F =-dF/dr, this expression resembles equation (A. 1),
and by the same procedure described above it can be written as

N 0d4)
PV = NkT-6 J d rpg(r)4iTr dr, (A.8)

which finally leads to

161TN2 EU6
P

3V2
= (A.9)

The second term, AP = (-161rN2/3V2)(E0-6/r3), represents the cutoff
correction for the pressure in analogy to equation (A.5) for the energy. This
is negative, which means that after taking the correction into account, we
find that the simulation actually has been performed at a lower pressure
than PO. The volume change necessary to compensate for that and get back
to the pressure P0 is negative and can be estimated by inserting the pressure
change AP into a discretized version of the compressibility definition
AV = KVAP, leading to

16WrN2 EOT6
/AV= K d~r. (A.1I0)
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